20.1 Introduction

Most studies of spreading focus on how some physical objects move in space, yet spreading can also involve other phenomenon. Recent research has explored the spreading of failures in various complex systems like power grids, communications networks, financial networks and others. In these systems, when one failure occurs it can trigger a cascade wherein that failure spreads to other parts of the system. Failure spreading can have dramatic results leading to blackouts, economic collapses, and other catastrophic events.

In order to combat this problem, it is often useful to model and understand the physical mechanisms of failure spreading. While it would be ideal if failures could be prevented entirely, this is unlikely since every system will experience failure at one time or another. Rather, the approach and models reviewed in this chapter focus on the mechanisms of how initial failures spread and how this information can be used to mitigate the spreading. It is also noteworthy that many of the same models used here in the context of failures in infrastructure networks can also be used to identify influential individuals who are capable of spreading a message to a large audience in social networks.

A specific focus here will be on the mechanism involved in the realistic situation where two systems are interdependent such that components of one system cannot function without components of the other. This could be for example, the case in the context of a communication tower that needs to receive power from a...
nearby power station. If the power station fails, that failure immediately spreads to the communication tower. The failure of the communication tower can then lead to additional failures that also impact the power grid (either directly or indirectly) and so on. Understanding how these failures spread in both time and space is critical in order to ensure that large-scale complex systems remain functional.

A further challenge examined here involves the question of how to optimally repair and recover a system after it has experienced some failures. While it may seem simple to repair failed components of a system, it will be ineffective if the spreading of the failures has not first been contained. Making repairs is useless if the failures quickly spread to the repaired components once again. Instead, repairs must be made in a clear and purposeful way in order to restore the system to a functional state.

Many complex systems such as power grids, communication systems, the internet, and biological systems have recently been modeled as complex networks. This representation of the system involves defining sets of nodes that are connected to one another through links. Precisely what constitutes a node and/or link will depend on the exact system being analyzed. For example, in power grids the nodes are typically defined as the power stations and the links are powerlines that connect the power stations. In communication networks, nodes could be antenna towers and towers that are in range of one another are linked. Many different systems can be modeled in such a manner and researchers have discovered that while different systems have unique properties, many global network properties remain true across multiple systems.

Most of the properties discovered in complex networks relate to the structure of the connections between the nodes. The number of connections of a particular node is known as its degree, $k$. Networks where connections are assigned purely randomly (Erdős-Rényi networks) have a degree distribution that is Poisson. The most important feature of Poisson distributions, at least in the context of complex networks, is that they have a typical mean degree, $<k>$, and it is highly unlikely for any node to have a degree that is substantially larger or smaller than $<k>$. Explicitly the likelihood of a node to have degree $k$, is given by $P(k) = (k e^{-k} / k!)$. (Note also, that in the text we will simply refer to the mean degree of an Erdős-Rényi network as $k$ rather than $<k>$ and that it is common to do so in the literature). Early research found that the distribution of the degree in real networks often takes the form of a power law. This means that the likelihood of a node to have degree $k$ is proportional to $k^{-\gamma}$, i.e. $P(k) \sim k^{-\gamma}$. Notably, if $\gamma < 3$, then some nodes end up with far more connections than others and the variance tends to infinity. Networks with this property are known as scale-free networks [1]. Another unique feature present in many networks is the existence of tightly connected communities that have many links to other nodes in the same community (module), but few links to nodes outside of the community [2]. This property is often referred to as modularity and it is highly ubiquitous in many networks. Lastly, many networks, like power grids, are embedded in physical space (spatial networks) and the expense of creating long-range links forces most links to be of short length [3]. There are many other significant structures that exist in networks which are more fully reviewed in one of the recent books on the subject [4, 5]. More information on diffusion in complex networks can be found in [6] or in [7, 8].
Fig. 20.1  Interdependence in modern infrastructure causes failures to spread between systems. This is the result of multiple systems needing power for switches, supervisory control and data acquisition (SCADA), fuel transport, and other resources. After [20]

Further research has led to the recognition that many networks do not exist in isolation, but rather a network is often only one of several interdependent networks [9–14]. This situation refers to the case where a node in one network, say a communication antenna tower, depends on a node in another network, say a power station. This relationship can be described through the existence of a new type of link known as a dependency link [15–17]. Whereas connectivity links represent the idea that some sort of flow occurs between the two connected nodes (e.g. flow of electricity in power grids, flow of information in communication networks), dependency links mean that if the node being depended upon fails then the dependent node also fails. Such situations are especially common in infrastructure, but they can also arise in biological systems [18] and financial networks [19]. An example detailing the interdependence between different infrastructure networks can be found in Fig. 20.1.
Fig. 20.2  Different types of interdependent networks are shown in the figure. In this case, each node shown above actually represents an entire network and the links in the figure represent the existence of dependency links between two networks. The path through which failure spreading in interdependent networks occurs is determined according to which networks have dependency links between them. (a) The top structures are various treelike networks of networks (NON) structures and (b) the bottom structures are NONs with loops. On the left is a lattice and on the right is a random-regular NON structure. After [21, 22]

As seen in Fig. 20.1, interdependencies can take complex forms. This has led researchers to refer to interdependent networks as ‘networks of networks’ (NON). Dependency links exist between specific pairs of networks and the structure of the network of networks is defined according to which pairs of networks have dependency links. A few examples of networks of networks are shown in Fig. 20.2. Simple examples include cases where the NON dependencies form a tree, a single loop, and a random-regular configuration where all networks depend on the same number of networks.

One of the most important properties of many networks and systems in general is their robustness to failures. As discussed briefly above, power stations can become overloaded or fail for other reasons and communication antenna towers can have problems due to bad weather or other issues. While efforts are always made to minimize the frequency of these failures, they are bound to occur. When analyzing the system as a whole, it is desirable to optimize the network such that it can still continue functioning even if some of the nodes fail. In many cases the functioning of the system can be quantified by asking how many nodes remain connected after some nodes fail. For example, for communications networks it is often most relevant to ask, “How many nodes can communicate after some others fail?” or in the context of power grids, “How many power stations are still linked to the grid after some stations fail?” The failure of one node can cause other nodes to become disconnected from the network as a whole and fail as well, thus the initial failures are magnified and can spread throughout the network.
The question of what fraction of a system remains connected after some set of failures can be answered through percolation theory from physics. Percolation theory essentially determines clusters of nodes that are connected to one another such that flow can occur between them. The largest cluster, which contains the largest number of nodes, is referred to as the giant connected component and is described by $P_\infty$ [4, 5, 23, 24]. Explicitly, $P_\infty$ is defined as the fraction of nodes remaining in the largest connected component (or equivalently, the likelihood of a node to be in the largest component) at some point in a percolation process. For our purposes, only nodes that are part of this largest cluster are considered functional whereas all other nodes are considered to have failed. The goal in designing resilient systems is to maximize the size of the giant component for any case of failures.

Percolation theory was able to discover that scale-free networks (i.e. those whose degree distribution follows a power-law) are far more resilient to random failures than random networks. In other words, if the same number of failures occur in both random and scale-free networks, a larger fraction of a scale-free network will remain connected. More precisely, in contrast to random networks where only a finite fraction of nodes must be removed, for scale-free networks only if nearly all of the nodes are randomly removed, will the network become totally fragmented [25]. In any case, for both isolated random and isolated scale-free networks, slightly increasing the number of initial failures only slightly increases the number of total failures. In other words, the transition from a functioning to non-functioning state is continuous.

Failures in interdependent networks occur and spread through two different mechanisms. The first is the same as in single networks, i.e. failures of nodes lead further nodes to become disconnected from the giant component. The second mechanism is through failures spreading due to the dependency links. As mentioned previously, a node at one end of a dependency link relies on the node at the other end of the link to function. If a node on one end of a dependency link fails, the node on the other end of the link also fails. As we will see in the next section, such mechanisms can lead to abrupt collapse.

### 20.2 Robustness of Interdependent Networks

Percolation methods were widely applied to solve problems in single networks [4, 5, 25–27] and recent research has expanded these methods to interdependent networks [15, 16, 21, 28, 29]. In interdependent networks, when some nodes fail, they cause other dependent nodes to fail [15]. The failure of these dependent nodes then disconnects other nodes from the giant component and leads to the failure of more dependent nodes. In this manner, failures spread through the system until a steady state is reached. It is noteworthy that because of the cascade, removing a single additional node can cause the system to collapse entirely, i.e. the transition is abrupt and first-order [15, 16, 28, 30]. This is significantly different from isolated networks where the transition is continuous.
In the initial work on interdependent networks, Buldyrev et al. [15] calculated the final fraction of functional nodes after the cascade analytically. They also carried out numerical simulations to verify their results. In explaining the results from [15], it is important to note the result for percolation of a single Erdős-Rényi network, namely

$$P_\infty = p(1 - e^{-kp_\infty}),$$

where $p$ is the fraction of the network that survives the initial failures and $k$ is the average degree of the network [31–33]. It is also noteworthy that since $P_\infty$ appears on both sides of the equation and no additional simplification is possible, the equation is transcendental and can only be solved numerically. If $p$ nodes survive the initial failures in a system of two interdependent Erdős-Rényi networks, the size of the giant component is described by [15, 28],

$$P_\infty = p(1 - e^{-kp_\infty})^2.$$  \hfill (20.1)

While the difference between the formulas for $P_\infty$ for single and interdependent networks may seem small, namely a power of 2 instead of 1 on the right side of the equation, this small change has dramatic consequences leading to the long cascades and abrupt failures described throughout this review. Essentially, the power of 2 can be understood by recognizing that nodes now must be both in the giant component of their own network and have their dependent node be in the giant component of the second network. Gao et al. [21, 22, 28, 34] later solved several cases that involved more than two networks. In the case of $n$ interdependent Erdős-Rényi networks with full dependency such that they form a tree (Fig. 20.2a), the size of the giant component is given by [28]

$$P_\infty = p(1 - e^{-kp_\infty})^n.$$  \hfill (20.2)

Gao et al. [21, 28] also solved several other simple structures of networks of networks analytically.

Other papers by Bianconi et al. [35, 36], Baxter et al. [30, 37], Hu et al. [38], Kim et al. [39], Lee et al. [40] and Cellai et al. [41] have also obtained further analytic results for interdependent networks.

### 20.3 Interdependent Networks with Realistic Features

In this section we will provide a brief review on more realistic models of failure spreading in interdependent networks. The internet and power-grids, as well as other networks, are not purely random and instead contain non-random structure. This structure influences the spreading of failures.

One common feature is a degree distribution that is scale-free. It was found for interdependent scale-free networks, that a broader degree distribution makes the networks more vulnerable to the spreading of failures [15, 42].

Another realistic feature that has recently been found to influence failure spreading in single and interdependent networks is modularity [43, 44]. Both of those studies [43, 44] examined the case of attacks on interconnected nodes, i.e. nodes that
Fig. 20.3 Here we show examples of modular structure in interdependent networks. In this case, each of the interdependent networks has a modular structure, i.e. they are segregated into distinct tightly connected communities. This is seen by the fact that inside each black circle in (a) there is a network with modular structure. Further, each of the communities is highlighted with a different color. The specific structure shown in (a) is a treelike network of modular networks. The dependency links are restricted such that a node in a particular module in one network will depend on a node that is in the same module in the second network (i.e. dependency links are between nodes of the same color). This is illustrated clearly in (b). After [43]

connect between two communities. Another study using a similar model, showed that attacks on interconnected nodes lead to very fast spreading of failures, especially in the Western U.S. power grid [45]. Shekhtman et al. [43] solved analytically the case where there are several networks each of which has the same number of modules of the same size. Dependency links were also restricted to be between corresponding modules in different layers. An example of where this model is realistic is the case of infrastructure within and between cities. Each city has its own infrastructure and the interdependence occurs within the city. At the same time, different infrastructure networks will connect both within and across several cities. Consider the example of a coupled system of a power grid and a communications system. Most likely, a power station and a communication tower that depend on one another will be in the same city. This is true even though both the communication tower and the power station have connections to other cities. The model is visualized in Fig. 20.3. Failures can lead to collapse that occurs in one or two stages, i.e. there can be two transitions. When two transitions occur, the first is the result of modules separating but continuing to function independently. After additional failures, the modules themselves also collapse.

Failure spreading is also influenced by spatial features. It is well accepted that many infrastructures are embedded in space, including power grids and many communication networks [3, 46]. This embeddedness has significant influence on how failures spread. To simplify studies of spatial networks, 2D lattices are often used as models and it is noted that any other embedded network is in the same universality class [24, 47]. An early study on spatially embedded networks found that they
Fig. 20.4  a Dependency links can be restricted such that only pairs of nodes within some distance $r$ are allowed to be interdependent. In the figure the cases of $r = 0$ and $r = 2$, where the pairs are zero and two lattice spaces apart are shown. After [51]. b The radial spreading at criticality is shown. The redder regions end up failing at later times (as shown in the colorbar on the right) in comparison to the central regions. After [50]

are extremely vulnerable in the sense that two interdependent networks can collapse abruptly even if only a few of the nodes in each network are interdependent [48].

Another study examined a case where the dependency links are restricted to a maximal length, $r$ (demonstrated in Fig. 20.4a). This accounts for the fact that dependencies are most likely to be short range and that it is highly unlikely for example that a communication tower in the Eastern United States is dependent on a power grid in the Western United States. For short range dependency lengths, i.e. low $r$, the percolation transition is continuous, but for larger $r$, the transition is abrupt. The shift between the behaviors occurs when $r$ reaches a critical value, $r_c \approx 8$ [49]. Above this critical dependency length, the percolation transition occurs in such a way that failures spread radially outward from an initial damage site until they end up finally consuming the entire network [50], see Fig. 20.4b.

Later works incorporated additional spatial features in order to move towards even more realistic models of interdependent spatial infrastructure including considering the case of NON formed of more than just two networks [50–53].

The cascade in interdependent networks can be mapped to other cascades like blackouts in power grids [54, 55]. Most blackouts and other failures spread in a predictable manner. Understanding the spatio-temporal spreading is crucial in order to understand and contain such failure spreading. Specifically, it has been found that the spatio-temporal dynamics of the cascade can be used to identify a specific dependency correlation distance that determines how failures spread [56]. This dependency correlation distance defines how far the failures are likely to spread. In that work, Zhao et al. [56] studied the case of overload failures in spatially embedded networks and examined how failures propagate in space and time. The authors defined load according to the well-known betweenness centrality, which measures how many
The propagation of failures in a synthetic overloaded system are shown. The red nodes in the center represent the initial failures. At each time step, additional nodes that fail due to overloads are shown in blue. Nodes that have already failed are shown in black. As seen, the spread occurs almost radially outward from the location of the initial failures. After [56]

shortest paths go through a particular link [54]. The initial load depends on the structure of the network and nodes that have more shortest paths going through them have a higher load. After an initial set of localized failures, the paths between nodes change and load becomes redistributed, especially around the failed nodes. However, due to this redistribution, some other nodes will also become overloaded and fail. This process will continue either until the load manages to rebalance or until the entire network collapses. The dependency correlation distance describes how far the direct effects of the initial redistribution are felt. Zhao et al. [56] studied how the failures spread as a function of the tolerance, $\alpha$. The quantity $\alpha$ is defined such that $1 + \alpha$ times the original load is the maximal load above which the node becomes overloaded and fails. They found that for all values of $\alpha$ the spreading of failures occurs radially from the initial failures and spreads at approximately constant velocity. As $\alpha$ increases, the velocity of the spreading of failures decreases. This is intuitive as it means that the system is able to accept a higher increased load without failing. An example of the spreading in a synthetic power grid can be seen in Fig. 20.5. These results support the model of interdependent spatial networks studied in previous works [49, 57, 58] where now the velocities can be mapped to the length of the dependency links [56]. As explained earlier, the length of the dependency links represents the distance between two nodes that rely on one another. The velocity of the failure spreading in the model from [56] has the similar meaning of how quickly failures from a node in one location reach a node in another location. The specific procedure for mapping between these two quantities is described in [56].

Other aspects relating to more realistic models of interdependent networks have also been analyzed in many further works which consider many types of network structures and conditions on dependency links [38, 41, 59–72].

### 20.4 Localized Attacks on Interdependent Networks

Another realistic feature that has recently been incorporated into understanding the resilience of both single and interdependent networks is localized attack [57, 73, 74]. For localized attack on a pair of spatially embedded networks it was found that...
Depending on the initial size of the hole, it may either spread through a system of interdependent networks (the hole on the right) or not (the hole on the left). Whether the hole spreads, depends only on the degree of the networks and not on the number of total nodes in the system. Here a localized attack is shown to spread on an interdependent system with a layout according to the European Power grid, whereas a random attack does not spread. After [57]

a ‘hole’ above a certain critical size must be made in one of the networks in order for the failures to spread throughout the entire system (see Fig. 20.6). The researchers in [57] found that even though a network may be robust to random attacks, it can be vulnerable to localized attacks. In addition, the critical size of the ‘hole,’ denoted $r^c_h$, that must be made to collapse the system is independent of the size of the system and instead depends only on the degree. This behavior is vastly different from the case of a single spatially embedded network where the size of the hole necessary for total system failure scales with the size of the system. Localized attacks are particularly relevant in the realistic case of an Electromagnetic Pulse (EMP) detonation, i.e. a short burst of electromagnetic energy that damages all electronic devices within some radius.

20.5 Recovery in Single Networks and Interdependent Networks

In order to understand the spreading of failures, it is also important to consider how to repair failures as they spread throughout a system. This question is of course highly relevant since while the goal is always to prevent failures from occurring, all systems will experience failure at some point. To address this question, researchers have begun studying how to optimally repair and recover a system like a power grid or the internet. It was found in [75] that when node recoveries are introduced in a simple dynamic cascade model [76], the system can spontaneously recover. The model contains three key parameters: one describes the fraction of internally failed nodes ($p^*$), a second governs the time for recovery to occur ($\tau$), and the third describes the probability of failure due to lack of support from external nodes ($r$). For the case of small networks, $r$ and $p^*$ in the system, due to stochasticity will not be fixed, but will instead wander in phase space near their average values. This exploration of phase
space causes the system to dynamically recover or fail over time. In Fig. 20.7a, when the system crosses the blue line it reaches a failed state and when it crosses the red line it recovers. The crossing of these points can also be observed in Fig. 20.7b according to the corresponding numbered transitions. When the goal is to repair the system, a global planner will make repairs such that they reduce the likelihood of external failure, $r$, and help the system to pass the red line which represents the transition to a repaired state.

One example of a real system where this model was applied is stock-market networks. In such networks, each stock represents a node and it is connected to other stocks based on correlations between their stock prices. Stocks that are going up can be considered to be in a functional state and stocks that are falling can be considered in a failed state. Each stock (company) has an internal probability of failure ($p^*$) which could occur due to internal problems that are inherent to the company. Next there is a time ($\tau$) it takes the company to fix the problems that caused the stock price drop, i.e. to recover. Lastly, because stocks are connected to one another they require support from one another and thus there is a probability ($r$) for a stock to drop if other stocks in the same or related sectors are falling. Naturally, the probability of a stock to fail, $p^*$, and the probability for failure due to the collapse of other stocks, $r$, will change based on overall market conditions, recent shocks to the markets, and for other reasons as well. The explicit application of this model to stock-market networks and a comparison to real data for the S&P500 can be found in Majdandzic et al. [75].
It was recently shown that a similar but much richer phenomenon occurs in interdependent networks [77]. The study in [77] found an optimal repairing strategy, which describes how many repairs should be made in each network in order to move the system towards a functional state.

In addition there have been several other studies on restoration of interdependent networks [78, 79].

20.6 Conclusions

Modern systems are becoming more and more interdependent especially through the use of SMART technologies, which require information from both their own system and from other systems. This information is then used to optimize the performance of each system based on the functioning of the other systems. Examples are SMART grids, SMART cities, and the internet of things (IOT). Understanding how failures spread both within and between the different systems that form SMART cities is crucial in order to ensure the stability of these highly interdependent systems. Methods from diffusion, percolation and physics in general can serve as useful tools to contain and predict the spreading of failures in these systems. Furthermore, models of interdependent networks have also explained the spreading of failures in other areas like finance [19, 80]. Continuing to study how failures spread in real-world systems is a crucial area of research and will likely provide many additional interesting results.
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