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Abstract
We perform very efficient Monte Carlo simulations to study the phase diagram of a water
monolayer confined in a fixed disordered matrix of hydrophobic nanoparticles between two
hydrophobic plates. We consider different hydrophobic nanoparticle concentrations c. We
adopt a coarse-grained model of water that, for c = 0, displays a first-order liquid–liquid phase
transition (LLPT) line with negative slope in the pressure–temperature (P–T) plane, ending in
a liquid–liquid critical point at about 174 K and 0.13 GPa. We show that upon increase of c the
liquid–gas spinodal and the temperature of the maximum density line are shifted with respect
to the c = 0 case. We also find dramatic changes in the region around the LLPT. In particular,
we observe a substantial (more than 90%) decrease of isothermal compressibility, thermal
expansion coefficient and constant-pressure specific heat upon increasing c, consistent with
recent experiments. Moreover, we find that a hydrophobic nanoparticle concentration as small
as c = 2.4% is enough to destroy the LLPT for P � 0.16 GPa. The fluctuations of volume
apparently diverge at P ⇡ 0.16 GPa, suggesting that the LLPT line ends in an LL critical point
at 0.16 GPa. Therefore, nanoconfinement reduces the range of P–T where the LLPT is
observable. By increasing the hydrophobic nanoparticle concentration c, the LLPT becomes
weaker and its P–T range smaller. The model allows us to explain these phenomena in terms
of a proliferation of interfaces among domains with different local order, promoted by the
hydrophobic effect of the water–hydrophobic-nanoparticle interfaces.

(Some figures may appear in colour only in the online journal)

1. Introduction

Water is frequently found in nature in its supercooled
state. This fact has stimulated intense experimental and
theoretical research [1–10]. In the deeply supercooled region,
however, the direct observation of bulk water is extremely
difficult due to the inevitable crystallization that occurs. One
way to overcome this experimental difficulty is to confine
water to nanometric distances. Nanoconfined water remains
liquid down to very low temperatures [3], opening the
possibility of exploring the properties of confined water in
a temperature range that is inaccessible when the subject
is bulk liquid water. A number of important technological
and biological applications depend on understanding the

phase diagram of water [4–15]. For example, hydrophobic
and hydrophilic interactions are important driving forces
for the self-assembling of micelles or membranes and are
fundamental for protein folding. Water is enclosed in cell
membranes and is a typical solvent for proteins [16]. The
study of water confined in carbon nanotubes is opening
new technological perspectives [17], and thus there has been
increasing interest in studying confined water in various
geometries, such as nanopores or nanotubes, protein hydration
water and intracellular water [18–26].

One very peculiar property of supercooled water is the
phenomenon of polyamorphism, i.e. the presence of two
or more liquid or glassy states, which was first observed
in glassy water [27–29]. There are two different forms of
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amorphous glassy water: a low density amorphous form
(LDA) and a high density amorphous form (HDA) that are
separated by a first-order phase transition line. Consequently,
polyamorphism for liquid water with a low density liquid
(LDL) and a high density liquid (HDL) was proposed [30, 31]
triggering experimental investigations [32, 33]. A number of
current theories and models predict a first-order liquid–liquid
phase transition (LLPT) for bulk water between LDL and
HDL below the homogeneous nucleation temperature T

bulk
H ,

where bulk water freezes spontaneously [2, 30, 34–45].
Recently, Limmer and Chandler performed free energy
calculations for the ST2 water model, concluding that there
is no evidence for the LLPT [46]. However, more recent
calculations reach a different conclusion supporting the
existence of the LLPT [47–50].

Recent studies on water in various confined geometries—
in which water crystallization is suppressed down to very
low temperatures—have investigated the region in the
pressure–temperature (P–T) phase diagram where a first-order
LLPT is predicted. However, no definitive answer has
been given regarding the thermodynamic implications of
confinement and its relevance to the phase diagram of
bulk water. Water differs from most liquids in that there
is an important thermodynamic locus in the P–T phase
diagram—the line where, at a given P, the T dependence of
the density exhibits a maximum, commonly referred to as the
temperature of maximum density (TMD). A shift to lower T

of the TMD line, and its curvature modification, have been
reported for confined water, suggesting important changes
in the phase diagram deep in the supercooled region [51,
52]. In general, experiments and simulations [53–55] show
that LLPTs in a confined space can differ from those in
bulk. Therefore, there are aspects of the thermodynamics of
confined water that remain open to debate [56, 57].

In computer simulations, one possible approach to these
studies is to develop atomistic models of water utilizing a
geometry such as slits [58–62] or a disordered matrix of discs
or spheres [51, 52]. The main difficulty in this approach is that
these simulations are time-consuming and are usually limited
to only a few hundred water molecules.

Another possible approach is to consider coarse-grained
models of water. Coarse graining can be done at different
levels, i.e. at the level of a single water molecule [34, 63, 64]
or a few molecules [65], depending on the properties being
studied. Here we present results for a water model that is
coarse-grained at the single-molecule level. Molecular details
are sacrificed for the benefit of computational speed, which
allows more extensive studies, and theoretical simplicity,
which allows analytical calculations. Here we ask whether the
confinement in a fixed matrix of hydrophobic nanoparticles
changes the thermodynamics of a water monolayer at
temperatures below T

bulk
H .

Using Monte Carlo simulations, our results for a
coarse-grained model of a water monolayer [66] show that
even a small presence of hydrophobic nanoparticles can
drastically suppress thermodynamic fluctuations and wash out
the coexistence of the two types of liquid supercooled water
at high pressures.

This paper is organized as following. Sections 2–4 outline
details of the model and Monte Carlo simulations. Section 5
presents the results. Discussion and conclusions are given in
section 6.

2. Coarse-grained model of water monolayer

We consider a coarse-grained model for water in two
dimensions confined between two smooth hydrophobic
plates, whose interaction with water is purely repulsive and
represented by a steric hard-core exclusion. It has been
previously shown that, when the distance between the plates
is approximately 0.5 nm, the monolayer of water remains in
its liquid phase, while the properties of the confined water
are only weakly dependent on the details of the confining
potential between smooth walls [67, 68]. We partition a water
monolayer of thickness h ' 0.5 nm and volume V into
N square cells of equal length

p
V /N h. We coarse-grain

over the position orthogonal to the walls and consider only
the projection of water molecules in a plane parallel to
the wall. We further coarse-grain the detailed position of
each molecule, discretizing it to the resolution given by our
square partition of the parallel plane, assigning to each cell
an occupancy variable n

i

= 1 if the cell is occupied by a
water molecule or n

i

= 0 if it is occupied by a hydrophobic
nanoparticle. We consider the case in which there are no
empty cells in the system and hydrophobic nanoparticles
can occupy more than one cell, depending on their size.
Hydrophobic nanoparticles are discs of radius R and are
approximated by a set of cells that fall within the ⇡R

2

area centered on each hydrophobic nanoparticle (figure 1(a)).
Hydrophobic nanoparticles are randomly distributed and form
a fixed matrix that mimics a porous system or a rough atomic
interface (figure 1(b)). N  N denotes the total number of
cells occupied by water molecules and V  V denotes their
total volume.

In order to implement a constant P ensemble we
include volume V fluctuations in the model by allowing
a global rescaling of the cell length

p
V /N h. The

cell length coincides with the distance among nearest-
neighbor molecules. Therefore, the volume fluctuations
induce fluctuations of r

ij

: (i) the distance between any two
water molecules i and j and (ii) the distance between any
water molecule i and any cell j occupied by the nanoparticle.
Since a continuous range of possible volume fluctuations
is allowed, the distances change as continuous variables,
despite the discrete lattice partition of the space. As a
result, the fluctuations of the cell size and therefore the
fluctuations of the volume occupied by a nanoparticle are
a consequence of the change of the coarse-graining scale.
Therefore, it does not imply that the nanoparticle volume is
increasing or decreasing, but that the coarse-graining length
scale undergoes (small) fluctuations.

The system is described by the Hamiltonian [34–40]

H ⌘
X

ij

U(r
ij

) � JNHB � J�

X

i

n

i

X

(k,`)
i

��
ik

,�
i` . (1)

The first term, U(r
ij

) ⌘ Uw(r
ij

) + Uh(rij

), is given by the sum
of the isotropic part of the water–water interaction Uw(r

ij

)
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(a) (b)

Figure 1. (a) Snapshot magnified around the region occupied by the hydrophobic nanoparticle (golden irregular polygon). The size of the
hydrophobic nanoparticle is controlled by the number of cells it can occupy, and its shape is approximated by a disc composed of cells that
fall within a radius R. Here the radius of the hydrophobic nanoparticle is R = 1.6 nm. Small cyan spheres are water cells with four bond
indices (small squares) with six possible colors, corresponding to the q = 6 possible values of the bonding variables. Only the bond indices
that participate in the formation of the hydrogen bond are shown here. (b) Snapshot of the monolayer with 2.4% of its volume occupied by
hydrophobic nanoparticles (large golden spheres) with R = 1.6 nm. Hydrophobic nanoparticles are randomly placed and form a fixed
matrix. Hydrogen bonds are visualized by different color lines between water cells (small cyan spheres), depending on their relative state.

and the water–nanoparticle interaction Uh(rij

). The two pair
interactions are defined as

Uw(r) ⌘

8
>><

>>:

1 for r < r0,

✏w

⇣
r0

r

⌘12
�

⇣
r0

r

⌘6
�

for r � r0,

0 for r > rc

Uh(r) ⌘

8
>><

>>:

1 for r < r0,

✏h

⇣
r0

r

⌘12
�

for r � r0,

0 for r > rc

(2)

where r0 ⌘ 2.9 Å is the water van der Waals diameter,
✏w ⌘ 5.8 kJ mol�1 is the water–water attraction energy, rc =p

V /h/4 is the cutoff distance. For the water–water case
this term includes the short-range repulsion of the electron
clouds and all the isotropic long-range attractive interactions,
such as the weak instantaneous induced dipole–dipole
(London) interactions between the electron clouds of different
molecules and the stronger isotropic part of the hydrogen
bond [69].

For the water–hydrophobic-nanoparticle case we assume
that the interaction is purely repulsive, with ✏h ⌘ ✏w

p
0.1 =

1.8 kJ mol�1 to soften the repulsive ramp. We observe
here that a hydrophobic nanoparticle could also have a
small attractive term in the water–hydrophobic-nanoparticle
interaction, since dispersive van der Waals forces are always
present. However, the repulsive interaction is typically one
order of magnitude stronger than the attractive term [70].

Our neglect of the attractive water–nanoparticle interaction
is, therefore, reasonable at first approximation and has been
adopted by other authors [51].

The second term of equation (1) describes the strong
directional component of the hydrogen bond (HB) due to
the dipole–dipole interaction between the highly concentrated
positive charge on each H and each of the two excess negative
charges concentrated on the O of another water molecule. To
account for the different bonding configurations of each water
molecule, we assign to each cell i four bond variables �

ij

=
1, . . . , q (one for each nearest-neighbor cell j), representing
the orientation of molecule i with respect to molecule j. A
common assumption is that an HB breaks when [OOH > 30

�
.

Therefore, only 1/6 of the orientation range [0�, 360
� ] in the

OH–O plane is associated with a bonded state. Hence, every
molecule has q

4 = 64 ⌘ 1296 possible orientations and by
considering the index �

ij

we account for the entropy loss
associated with the formation of an HB. We say that two
molecules in nearest-neighbor (n.n.) cells form an HB only
if they are correctly oriented, by definition, ��

ij

,�
ji

⌘ 1 if
�

ij

= �
ji

, ��
ij

,�
ji

⌘ 0 otherwise. The total number of HBs is

NHB ⌘
X

hi,ji
n

i

n

j

��
ij

,�
ji

, (3)

where n

i

⌘ 0 for a nanoparticle and 1 for a water molecule.
The notation hi, ji denotes that the sum is performed over n.n.
water molecules i and j, so that each water molecule can form
up to four HBs. We consider a bond energy J ⌘ 2.9 kJ mol�1,
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as adopted in [38]. Since ✏w = 2J, the HBs are formed in large
numbers only in the condensed liquid phase.

Hydrophobic nanoparticles are treated as a fixed random
confining matrix and the bonding variable facing the
nanoparticles cannot participate in any hydrogen bond, but
contribute to the entropy of the system and are correlated to
the other three bonding variables of the same water molecule.

Experiments have demonstrated that the formation of
an HB leads to an open, locally tetrahedral, structure that
induces an increase of volume per molecule within the second
shell [71, 72]. We incorporate this effect by an enthalpy
increase PvHB for each HB, where P is pressure and vHB/v0 =
0.5 is the average volume increase from high density ices VI
and VIII to low density ice Ih, and v0 ⌘ hr

2
0. Then the total

water volume of the system is defined as

V ⌘ V0 + NHBvHB, (4)

where V0 � Nv0 is a continuous variable that changes with
pressure in such a way that V follows the water equation of
state [73]. Note that only the term V0 of the fluctuating volume
is considered for the calculation of distances r appearing in
equation (2) for the isotropic interaction U(r), because the HB
formation does not imply an increase of molecular distances,
but only an increase of the local tetrahedral structure with
the exclusion of interstitial water molecules between the first
and the second shell. This exclusion induces the increase of
volume per water molecule mimicked by equation (4).

The third term accounts for the experimental fact that
at low T the O–O–O angle distribution in water becomes
sharper around the tetrahedral value [57], consistent with a
cooperative behavior among bonds [37] as a consequence
of the many-body interaction of water molecules. We model
this interaction by including a coupling J� ⌘ 0.29 kJ mol�1

among the four bonding indices of the same water molecule
in the third term of equation (1), where (k, `)

i

denotes each
of the six different pairs of the four bond indices �

ij

of a
molecule i. Since J� < J, this term locally drives the HBs
formed by a water molecule towards an ordered configuration,
mimicking the many-body interaction that induces the locally
ordered structure of the HBs.

3. Hydrophobic interaction

Confinement along one dimension inhibits the formation of
3D ice at T < T

bulk
H [62] and forces the water molecules

to freeze into a lattice characterized by orientational
disorder [62]. The characteristics of the lattice are closely
related to those of the hydrophobic surface. For example,
strong template effects are present for the graphene
surface [74] while the absence of atomic characterization of
the surface leads to a generic square arrangement [62]. In
any case, the limited space left open to water induces the
formation of an almost 2D structure where the translational
dynamics at low T is very limited, while the HB breaking-
and-formation dynamics is present also at low T [62].
All of these features are reproduced in the coarse-grained
model considered here [60]. Moreover, the possibility of
exploring very low temperatures and very high pressures

by means of this coarse-grained water model allows us to
predict a phase diagram with a first-order LLPT, between
an LDL and an HDL, starting at P ' 0.2 GPa for T !
0 and ending in a critical point at T ' 174 K and P '
0.13 GPa [34–40] (figure 6(a)). Furthermore, in the vicinity
of the liquid–liquid critical point, the HB dynamics displays
the largest heterogeneity, consistent with the presence of
cooperative dynamics [60], and with experiments for a water
monolayer hydrating hemoglobin [75].

In the case considered here, water is also confined by
hydrophobic nanoparticles to the two directions parallel to the
infinite flat surfaces. As shown in (2), the water–hydrophobic-
nanoparticle interaction is repulsive and leads to interesting
physics at low T . In particular, it has been proposed that
supercooled water forms highly structured regions in the
hydration shell of nonpolar solutes [76], where the hydrogen
bond network is weakened only when the size of the
hydrophobic nanoparticles is above a characteristic value [77],
calculated using free energy analysis to be ⇡1 nm [78].
Moreover Muller showed that experimental results can be
explained only by assuming enthalpic strengthening of the
hydration HBs with a simultaneous entropy increase in the
hydration shell [79].

In our model the restructuring effect of hydrophobic
nanoparticles on water is incorporated by replacing the
parameter J and J� in the hydration shell with J

h = 1.30J

and J

h
� = 1.30J� , following Patel et al [80]. Because bonding

indices facing the hydrophobic nanoparticle cannot form HBs,
at intermediate T they have a number of accessible states
larger than those facing water molecules, inducing an increase
of hydration entropy consistent with the description of the
hydrophobic effect given by Muller [79] and subsequently
modified by Lee and Graziano [81].

4. Monte Carlo simulations

We perform Monte Carlo (MC) simulations in two dimensions
for constant P, T and N. We use the protocol of heating
the system starting from a completely ordered configuration.
We simulate systems with N  1.6 ⇥ 105 within a fixed
matrix of hydrophobic nanoparticles of radius R = 1.6 nm,
with hydrophobic nanoparticle concentration c ⌘ (N �
N)/N = 2.4% and 25%. We repeat the analysis for R =
0.4 nm for a range of concentrations between 0.5% and
22.5% for a fixed system size of N = 104. We observe
that for the two hydrophobic nanoparticle radii the effect is
the same as long as the amount of hydrophobic interface
in contact with water is the same. Hence, the concentration
c necessary to observe the same effect is larger for the
smaller hydrophobic nanoparticles, the relevant factor being
the amount of hydrophobic interface. We discuss our results
in terms of c and R.

In our simulations we update the variables �
ij

using the
Wolff cluster algorithm [73]. The algorithm is based on an
exact mapping of the model studied here to a percolation
problem, following the mapping rules described in [82, 83].
The mapping is exact in this case because the system has no
frustration. Bond indices within a water molecule belong to
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Figure 2. P–T phase diagram for different hydrophobic
nanoparticle concentrations c. Open circles mark liquid-to-gas
spinodal line, while squares mark TMD line. In this and all other
figures, where not shown, errors are smaller than the symbol size.
Lines are guides for the eyes (dashed for c = 0, dotted for 2.4%, full
for 25%). The liquid–gas critical point (large full circle) is the same,
within the error bar, for c = 0 and 2.4%, while it occurs at lower P

and lower T for c = 25%.

the same cluster with probability psame ⌘ 1 � exp[��J� ],
where � ⌘ (kBT)�1 and kB is the Boltzmann constant. Bond
indices of nearest-neighbor (n.n.) water molecules belong to
the same cluster with probability pfacing ⌘ 1 � exp[��J

0 ],
where J

0 ⌘ J �PvHB is the HB enthalpy due to the interaction
energy and the HB volume increase. For the interfacial water
molecules, we consider J

h and J

h
� instead of J and J� ,

respectively. We study pressures in the interval 0.02 GPa
6 P 6 0.2 GPa and we present a detailed scaling analysis for
pressures 0.12, 0.14, 0.16 and 0.18 GPa.

5. Results

We first considered how the confinement in a fixed
hydrophobic matrix affects the thermodynamics of liquid
water above the melting point. In figure 2 the P–T

phase diagram for different concentrations c of hydrophobic
nanoparticles demonstrates a shift to lower T of the liquid–gas
spinodal for c > 0. For c = 25% the T change from the
c = 0 case is about 55 K at P = 0.02 GPa and about 35 K
at P = 0.14 GPa. The shifts in the TMD for c > 0 with
respect to the c = 0 case is reminiscent of results for other
models of confined water [51, 62]. We find stronger changes
for increasing c. The changes are not monotonic with pressure.
For instance, for c = 25% the TMD exhibits a shift to lower
T of about 35 K at P = 0.02 and 0.14 GPa, whereas at
P = 0.19 GPa the TMD increases by about 100 K with respect
to the c = 0 case (figure 2).

Relevant properties are associated with the fluctuations
of thermodynamic quantities. For example, the fluctuations
of an order parameter associated with a phase transition
exhibit characteristic behavior when the phase transition
occurs. Hence, their calculation allows us to locate the

Figure 3. Decrease of volume fluctuations h(�V)2i and isothermal
compressibility K

T

at P = 0.14 GPa for increasing hydrophobic
nanoparticle concentrations c. Calculations based on a system with
N = 4 ⇥ 104. Lines are fits of simulation data for h(�V)2i (a) and
K

T

(b) with exponential function y = a0ea1/(a2�x) separately on
each side of the maximum, excluding the points near the maximum.
(We estimate the maximum of each dataset as the crossing of the fits
on each side of the maximum, plus or minus the distance of the
crossing point from the curve maximum.)

phase boundaries. Moreover, from the fluctuations it is
possible to calculate the measurable quantities such as
the isothermal compressibility, the isobaric specific heat
or the isobaric expansion coefficient that characterize the
macroscopic behavior of the system and are relevant in many
technological applications. For example, from the calculations
of the volume fluctuations h(�V)2i ⌘ h(V � hVi)2i using
the fluctuation–dissipation relation it is possible to calculate
the isothermal compressibility, K

T

⌘ h(�V)2i/(kBThVi)
(figure 3). From each dataset at constant P, using separate fits
on each side of the set maxima, we extrapolate the maxima of
compressibility K

max
T

, and the maxima in h(�V)2i.
By calculating the value of K

T

for state points sampled
in the P–T plane for T < 190 K (figure 4(a)) we identify
the location and shape of the locus of maxima of K

T

.
When a critical point occurs, the locus of K

max
T

calculated
in the supercritical region converges towards the locus of the
maxima of correlation length ⇠ (Widom line), as well as any
other locus of maxima of response functions. This is because
in the vicinity of a critical point all the response functions
can be expressed as a power law of ⇠ . On the other hand,
at a critical point, ⇠ diverges in the thermodynamic limit.
Therefore, K

max
T

and all the other response functions diverge
at the critical point. Hence, by following the locus K

max
T

(P)

in the P–T plane, when a critical point occurs we observe
a diverging K

max
T

in the thermodynamic limit. Moreover,
because the critical point is at the end of a first-order phase
transition in the P–T plane, maxima occur along this line and
increase linearly with system size. Therefore, by locating the
locus of K

max
T

and calculating the finite size scaling of K

max
T

at
different pressures we are able to locate the critical point and
the line of the first-order phase transition.
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Figure 4. (a) The locus of maxima of K

T

(P, T) does not depend on N , as shown by symbols for N going from 104 to 1.6 ⇥ 105, for
hydrophobic nanoparticles with radius R = 1.6 nm and c = 2.4%. Values of log K

T

(P, T) are color-coded as shown in the panel. (b) The
locus of maxima of K

T

(P, T) does not depend either on concentrations c, as shown for N = 104 and c = 0, 2.4% and 25%.

Figure 5. Dependence of the maxima K

max
T

of the isothermal compressibility K

T

⌘ h(�V)2i/(kBThVi) for c = 0, 2.4% and 25% on the
number of water molecules N. (a) For P = 0.12 GPa, K

max
T

slowly increases and possibly saturates. (b) For P = 0.14 GPa, the linear
increase of K

max
T

with N is consistent with a first-order LLPT for all c. For P = 0.16 GPa (c) and P = 0.18 GPa (d), K

max
T

increases linearly
only for c = 0, indicating a first-order LLPT, but saturates for c = 2.4% and 25%, consistent with the absence of a first-order LLPT 4.

We first extract the locus of maxima of K

T

at different
values of c and observe that its position does not depend on
N (figure 4(a)) nor c (figure 4(b)). We therefore conclude that

4 At c = 0, K

max
T

increases for higher P because h(�V)2i depends weakly on
P, and K

max
T

occurs at lower ThVi.

the line of K

max
T

is a robust feature of water upon confinement
in a fixed disordered hydrophobic matrix of hydrophobic
nanoparticles.

We find, however, that confinement drastically reduces
volume fluctuations at low T . For a water monolayer
with N = 1.6 ⇥ 105 cells confined within hydrophobic

6
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Figure 6. Enlarged view of the low-T region of the phase diagram.
The first-order LLPT ends in a critical point at T ' 174 K and
P ' 0.13 GPa for all c. In (a) for c = 0 the first-order LLPT is
terminated by one critical point. For c = 2.4% and 25% (b) at
P > 0.15 GPa the first-order LLPT is no longer detected, indicating
a new high-P end point, whose behavior is consistent with a critical
point (see text).

nanoparticles with R = 1.6 nm at c = 25%, we find a
maximum K

max
T

along the isobar at P ' 0.16 GPa that is
99.7% smaller than the c = 0 case. If we decrease c to 2.4%,
the reduction of K

max
T

is still remarkable: 92.3% (figure 5).
For c = 0, previous investigations have located a

liquid–liquid critical point at T ' 174 K and P ' 0.13 GPa
by calculating the fluctuations of volume and entropy
(figure 6(a)) [34–40].

Note that for c > 0 the maxima of h(�V)2i do not change
monotonically with P or T (figure 7). Instead, the maxima of
h(�V)2i appear to diverge at two different values of T and P.
This behavior for c > 0 is consistent with the occurrence of
another critical point at high P (figure 6(b)).

The general theory of finite-size scaling tells us that, at
a first-order phase transition, K

max
T

increases linearly with the
number of degrees of freedom, here equal to 4N. We find a

clear linear increase for 0.14 GPa  P  0.20 GPa for c = 0,
and only for 0.14 GPa  P < 0.16 GPa for c = 25% and 2.4%,
consistent with the absence of a first-order LLPT outside these
ranges (figure 5).

To emphasize that, at low P, K

max
T

does not grow linearly
with N, we consider the � ⌘ log(Kmax

T

⇥ 1 GPa/N) as a
function of 1/N, where K

max
T

⇥ 1 GPa/N is dimensionless
(figure 8).

For a first-order LLPT � tends to a constant as 1/N !
0, otherwise it vanishes. Our calculations confirm that a
first-order LLPT is absent for any c at sufficiently low P.
For c = 2.4% and 25% the first-order LLPT is absent also
at sufficiently high P. Hence there is an upper critical point at
the end of the LLPT line for c = 2.4% and 25%.

To more precisely locate the end points of the first-order
LLPT, we study the finite-size scaling of the Binder cumulant
for volume [84, 85]

UN ⌘ 1 � hV4iN
3 hV2i2

N

, (5)

where h·iN is the thermodynamic average for a system with
N cells. For N ! 1, at fixed c and P, UN = 2/3 for any
T away from a first-order phase transition, while U

min
N < 2/3

at a first-order phase transition [84, 85].
The T dependence of U

min
N is shown in figures 9(a)

and (b) for c = 0 at two representative values of P and for
different system sizes. We find that there is a temperature
at which U

min
N < 2/3 with increasing N for P > 0.14 GPa,

indicating the presence of a first-order LLPT in this region.
The Binder cumulant analysis therefore confirms what we
concluded from the behavior of K

max
T

, i.e. the existence of a
first-order LLPT in the range 0.14 GPa 6 P 6 0.2 GPa for
c = 0. However, for c = 2.4% and 25%, we find that with
increasing N there is a T at which U

min
N < 2/3 for P =

0.14 GPa, but not for P > 0.18 GPa (figures 9(c)–(f)), which
implies that in the thermodynamic limit at P = 0.18 GPa
the system is in the one-phase region at all the temperatures
considered here. These results are summarized for several
pressures in figure 10, where we show the size dependence of

Figure 7. The maxima of h(�V)2i for c = 25% and N = 104. (a) h(�V)2imax
increase approaching T = 168 and 174 K and

(b) approaching P = 0.132 and 0.156 GPa. Dashed lines are guides for the eyes.
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Figure 8. Size dependence of compressibility maxima K

max
T

for several pressures and (a) c = 0, (b) c = 2.4% and (c) c = 25%. The
dimensionless quantity � ⌘ Log(Kmax

T

⇥ 1 GPa/N) has a clear decrease for c = 0 only for very low P, indicating the absence of a first-order
LLPT. At fixed P, by increasing c, the value of K

max
T

/N decreases of orders of magnitude. For c = 25% the values of � are not monotonic
with P, with maxima at P = 0.16 GPa, showing that the upper end point for c = 25% is between P = 0.16 and 0.14 GPa.

the minima of the Binder cumulant at different P for the three
concentrations studied. For c = 2.4% and 25% we find that
U

min
N tends to a value less than 2/3, consistent with a first-order

LLPT only for P at about 0.14 GPa. Therefore, consistent
with what has already been indicated by the analysis of K

max
T

and h(�V)2i (figures 5 and 7) for c = 2.4% and 25%, the
first-order LLPT occurs only in a limited range of pressures
around 0.14 GPa, with two end points: one at ⇡0.15 GPa and
the other at ⇡0.13 GPa (figure 6(b)).

6. Discussion

We adopt density as the relevant order parameter for the
liquid–liquid phase transition. In the model the density
depends on the number of accessible configurations (entropy)
and energy of the system via the number of HBs NHB, and
their specific volume vHB. Therefore, our order parameter
includes by definition contributions coming from entropy
and energy, as is, in general, the case for fluid–fluid phase
transitions [86].

It is interesting to compare our results with other cases
in which the effect of quenched disorder on phase transitions
in 2D has been considered, including membranes [87–89] or
quenched filler particles [90]. In particular, we are interested
in the comparison with the case of random-field (RF)
quenched disorder. In the RF case, phase transitions are
always destroyed in two dimensions [91–93]. To clarify what
type of quenched disorder do the hydrophobic nanoparticles
represent in the case considered here, we observe the
following. For RF quenched disorder two conditions must
hold: (i) the RF couples with the order parameter and (ii) the
RF destroys the ground state by frustrating it. While in our

model the first condition (i) holds, the second one (ii) does
not, as we discuss in the following. Hence, our system cannot
be modeled as an RF.

The RF destroys the ground state, because it locally
forces the degrees of freedom to assume states that are not
consistent with the ground state. In other words, the RF forces
the creation of interfaces. This is not true in our model,
where the ground state is not modified by the presence of
the hydrophobic nanoparticles. By starting from a completely
ordered configuration (one of the q ground states), we heat
up the sample and observe that the stronger water–water
hydrogen bond (HB) interactions near the hydrophobic
nanoparticles make the ground state as stable as the case
without the hydrophobic nanoparticles, as shown in figure 4,
where the locus of the maxima of K

T

(P, T) does not depend
on concentration c.

We understand our results in terms of dilution-quenched
disorder, for which the disorder effects are mild and do
not destroy phase transitions in 2D. In particular, by
including hydrophobic nanoparticles, we delete water–water
interactions in the region occupied by the hydrophobic
nanoparticles and make the water–water interaction stronger
for the first shell of water molecules hydrating the
hydrophobic nanoparticles. The procedure reminds us of the
one performed in the Kasteleyn–Fortuin dilution that, as
can be analytically demonstrated [82], does not change the
thermodynamics of the Ising model or any Potts model. Thus
we believe that our model cannot be described as an RF model
and the results for RF models do not apply to our case.

However, in our case, at high P the phase diagram
changes. We believe that this effect could be a consequence of
the fact that we do not follow the rules of Kasteleyn–Fortuin

8
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Figure 9. Finite-size scaling of the isobaric Binder cumulant UN as a function of temperature, for different values of hydrophobic
nanoparticle concentrations c. Sizes range from N = L

2 = 1600 to 1.6 ⇥ 105. (a) For c = 0 at pressure P = 0.14 GPa and (b) 0.18 GPa;
(c) for c = 2.4% at P = 0.14 GPa and (d) 0.18 GPa; (e) for c = 25% at P = 0.14 GPa and (f) 0.18 GPa. The error bars are estimated using
the jackknife method for all the points, but only the largest error bars—at the minima of the largest system sizes—are shown for clarity
reasons.

dilution, the only one that does not change the thermodynam-
ics [83]. This consideration is supported by mean-field results
for the model with no hydrophobic nanoparticles [37]. It has
been shown [37] that the low-T state is disordered around
the locus PLL ' ((J + 3J� )/vHB) + � TLL, where TLL and
PLL are the T and P along the liquid–liquid transition line
and � ' �7.4kB/v0. The disordering is continuous at low P

and discontinuous at high P with a critical point (PC, TC),
separating the low-P and high-P region, given by

TC ' (4/3)J� /✏ (6)

and

PC ' ((J + 3J� )/vHB) + � TC. (7)

With the hydrophobic nanoparticles, we introduce new
energy scales J

h = 1.3J and J

h
� = 1.3J� with stronger HBs.

We now expect that at high enough P

0
LL ' ((Jh+3J

h
� )/vHB)+

� T

0
LL = PLL+0.3(J+J� )/vHB > PC+0.3(J+J� )/vHB > PC,

with T

0
LL ' (Jh + 3J

h
� � P

0
LLvHB)/(�� ) = TLL � 0.3(J +

J� )/(�� ) < TC � 0.3(J + J� )/(�� ) < TC, both stronger
HBs and normal HBs are weakened enough by the effect of

9
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Figure 10. Extrapolation of the minima of Binder cumulants U

min
N to the thermodynamic limit N ! 1. For P = 0.12 GPa, U

min
N ! 2/3

as N ! 1 within the error bars. For c = 0% in (a) U

min
N 6 2/3 for P > 0.14 GPa, indicating a first-order LLPT for these pressures. For

hydrophobic nanoparticle concentrations of c = 2.4% (b) and c = 25% (c), U

min
N 6 2/3 for N ! 1 only for P = 0.14 GPa marked by the

arrow. Therefore, the LLPT is washed out by the hydrophobic confinement at high P. For the sake of clarity, typical error bars are shown
only for a few points. Lines through the points are polynomial fits.

Figure 11. Dependence of the isothermal compressibility maxima
K

max
T

on the number of water molecules N at pressure P = 0.18 GPa
for simulations of the model with J

h = 1.3J for c = 0, 2.4% and
25% (open symbols), as in figure 5, and for the model with
J

h = 1.05J for c = 25% (filled circles). We observe quantitative,
but not qualitative, differences between the two cases with the same
c = 25% and different J

h.

P. The random distribution of distances between hydrophobic
nanoparticles makes the disordering process continuous at
P > P

0
LL and T < T

0
LL. This interpretation seems to be

qualitatively consistent with our numerical results.
It is also important to note that we choose not to

perform averages over the randomness because our results
show that the system is self-averaging for increasing size.
Indeed, we change the random configuration of hydrophobic
nanoparticles for each size that we consider and we find that
the results converge to a limit for increasing size, as shown
in figures 8–10. Therefore, since the system is self-averaging,
averages over randomness are not going to change our results.

The relation of this model in 2D with bulk 3D water
is established by the mean-field results for the model [37].
Mean-field applies to systems embedded in a space with

large or infinite dimensions. It was shown that, apart from
quantitative differences with simulations in 2D, mean-field
results and 2D results agree qualitatively. This agreement is
strong evidence that the embedding dimension does not play
a role in the qualitative predictions of the model. Furthermore,
comparison of the phase diagram of the 2D model simulations
with the results from 3D models do not show qualitative
differences and, for several properties, not even quantitative
differences, as discussed in [39].

We finally discuss here the effect of the increased HB
strength for water–water interactions at the surface of the
hydrophobic nanoparticles. The value J

h = 1.3J is chosen
to facilitate the comparison with previous results from other
models [80]. However, our preliminary results for J

h = 1.05J

and c = 25% do not show qualitative differences with the case
with J

h = 1.3J and the same concentration of hydrophobic
nanoparticles (figure 11).

7. Conclusion

As a consequence of the restructuring effect of hydrophobic
nanoparticles on the hydration shell water, stronger HBs are
formed in the hydration shell of each solute. At low T the
hydration water is more ordered with respect to the c = 0
case. However, hydration shells around different hydrophobic
nanoparticles have a high probability (5/6 ' 83%) of being
in a different local bonding order. Consequently, different
ordered domains are generated in the vicinity of hydrophobic
nanoparticles, reminiscent of the locally structured regions
proposed in [76]. These competing domains disrupt the
macroscopic order (figure 12). Due to the presence of many
domain boundaries there is a large decrease in the fluctuations
and response functions, such as K

T

. In contrast, when no
hydrophobic nanoparticles are introduced into the system (c =
0), a small temperature increase leads to a rapid change from
the ordered to a disordered configuration as expected for a
first-order phase transition (figure 13). This drastic change
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Figure 12. Typical configurations for c = 25% and P = 0.18 GPa for (a) T = 159.58 K, (b) 160.31 K and 162.40 K. Different colors
represent different ordered domains of HBs. Water molecules with fewer than four HBs are represented in turquoise and hydrophobic
nanoparticles in white. HB ordering is favored around hydrophobic nanoparticles, but the system is macroscopically disordered. Note that
domain boundaries can cross the hydrophobic nanoparticles.

Figure 13. For c = 0 a small temperature increase from (a) T = 158.332 K to (b) 158.333 K leads to a sudden change from the ordered (a)
to a disordered configuration (b). Such behavior is consistent with a first-order phase transition.

is the origin of the large fluctuations in K

T

observed when
approaching the discontinuous transition (figure 5).

Our results for c = 25% and 2.4% (figure 14) show that
the smaller the c, the larger the N at which the behavior
deviates from the case c = 0%. This observation suggests
that the decrease of the fluctuations is due to the introduction
of a characteristic length scale, inversely proportional to c,
that limits the growth of the ordered structured regions. This
is consistent also with a visual inspection of the typical
configuration at different values of c (figures 12–14).

Note that the reduction of compressibility was previously
observed in the theoretical analysis of water confined by a
fixed matrix of randomly distributed Lennard-Jones discs.
However this reduction only occurred when the hydrophobic
obstacle concentrations were high [94]. We instead find here
that K

T

is reduced for c as low as 2.4%. More systematic

studies are needed to understand how this difference
among theoretical predictions depends on the details of
the hydrophobic-nanoparticle–water interaction energy. For
example, we have shown here that a 30% increase in the HB
strength in the water first hydration shell is enough to decrease
the compressibility by 90% even for small c.

Our results are qualitatively consistent with recent
experiments on H2O confined in the hydrophobic mesoporous
material CMK-1-14 consisting of micrometer-sized grains,
each with a three-dimensional interconnected bicontinuous
pore structure, with an average pore diameter 14 Å, at a
hydration level of 99% at ambient pressure [95]. Zhang et al

find a broadening of the ↵P peak, spanning from 240 to 180 K
in mesoporous CMK, in contrast to the sharp peak at 230 K
in hydrophilic confinement in silica mesopores MCM [95],
reminiscent of our results on the reduction of the response
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Figure 14. Configuration for c = 2.4% for T = 158.36 K. The
hydrophobic nanoparticles contribute to the continuous growth of
the ordered domains, where the largest ordered domain is visualized
in red.

functions with respect to the c = 0 case. In addition, Zhang
et al demonstrate the TMD downshift by 17 K in hydrophobic
CMK with respect to the hydrophilic MCM, which is similar
to our observed temperature downshift of TMD for low
pressures.

Recent results for small-angle x-ray scattering for
aqueous solutions of amphiphilic tetraalkyl-ammonium at
ambient conditions suggest that the strengthening of the
structure of hydration water is present only for solutes with
radius smaller than ⇡0.44 nm [96]. We therefore repeat
our analysis for small hydrophobic nanoparticles with R =
0.4 nm and find that our results are robust if the amount of
hydrophobic interface in contact with water is kept constant
with respect to the case of R = 1.6 nm. We conclude that the
observed thermodynamic shifts and reductions of the response
functions are due to the water–hydrophobic-nanoparticle
interactions. In particular, they are directly related to the
strength of the HBs in the hydration shell. As a consequence,
by keeping a constant amount of water molecules in direct
contact with the hydrophobic nanoparticles, we reproduce
consistent shifts in spinodal, TMD and high-P, and the
disappearance of the LLPT for both R = 1.6 and 0.4 nm
hydrophobic nanoparticles.

It was previously shown for c = 0 that the dynamics of the
Wolff cluster algorithm are very efficient and allow the system
to fully equilibrate even in a low temperature region [73].
The dynamics of the c > 0 systems are still under detailed
investigation. However, our preliminary results demonstrate
that introducing a hydrophobic confinement with restructuring
effect does not slow down the equilibration process. At the
present time more detailed study of the correlation times is
needed.

In conclusion, we predict that a water monolayer
confined in a hydrophobic fixed matrix of hydrophobic
nanoparticles at concentration c displays significant changes
in the thermodynamics and important reductions in the
response functions with respect to the c = 0 case. Moreover,
at c as small as 2.4% a first-order LLPT at high
P is no longer detected. As a consequence, even a
small number of hydrophobic nanoparticles can make the
detection of the LLPT difficult. These findings may have
important applications in fields related to conservation at
cryogenic temperatures (around �100 �C), for example, in the
preservation of stem cells, blood or food products.
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