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Abstract

This talk brie"y reviews the subject of "uid "ow through disordered media. In particular, we

focus on the sorts of considerations that may be necessary to move statistical physics from the

description of idealized "ows in the limit of zero Reynolds number to more realistic "ows of real

"uids moving at a nonzero velocity, where inertia e4ects mean that dangling ends are explored

and the backbone is not entirely explored by the "uid. We discuss several intriguing features,

such as the surprisingly sharp change in behavior from a localized to delocalized "ow structure

(distribution of "ow velocities) that seems to occur at a critical value of Re which is orders of

magnitude smaller than the critical value of Re where turbulence sets in. c© 2001 Published by

Elsevier Science B.V.
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1. Introduction

1.1. What is the scienti.c question associated with 0uid 0ow through disordered

structures?

The primary question for physicists to entertain is: what happens to the “laws of

"uid "ow” when the medium through which the "uid actually "ows is disordered?

What happens when the particles of the "uid are not passing through a medium that

resembles a straight pipe, but one that is full of disorder, e.g., the  lter of a cigarette?
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1.2. Why do we care about this question?

The scienti c reason for our interest in this topic is immediately obvious: the laws

associated with "uid "ow through disordered media are only beginning to be understood

[1–4]. There is much interesting work to be done before a complete understanding is

obtained.

The practical reasons for our interest are numerous:

• The oil in the earth is not contained in some kind of a “balloon”, released when

the balloon is punctured—the time of gushing oil wells in Oklahoma has long since

passed. Rather, two-thirds of the world’s oil supply is held in porous earth—much

the same way as water is held in a sponge. We can squeeze a sponge to release

the water, but cannot perform an analogous action on a portion of porous earth to

release the oil. One technique that is being used to force oil out of the ground

involves drilling a second well some distance away (e.g., 1 km) from the original

well and pumping some other "uid, such as water, into this second well. Because

the earth is porous, the "uid from this second well can often “push” the oil through

the ground, and out of the  rst well. As we might expect, oil companies are very

interested in the numerous laws of physics associated with this "ow of oil and

"uid [5,6]. They want to know, among other things, how to calculate the time of

breakthrough, i.e., they want to know the amount of time it takes the injected "uid

to push the oil out. In order to calculate that time, they need to know the path the

oil takes in this very disordered sponge called the earth.

• Fluid "ow in branching geometries is related to many phenomena in physics,

geology and biology. Examples range from "uid "ow through porous media [4,7]

to respiration [8] and blood circulation [9]. In particular, the mechanism of "ow

bifurcation plays a crucial role in the functioning of the respiratory and circulatory

systems. Air does not enter a lung the way air  lls a balloon, but enters a rami ed,

tree-like structure with approximately 20 generations or 220 branches. As the stream

of air enters, it bifurcates at each of these branches. This bifurcation is not sym-

metric, and di4erent parts of the lung can exhibit very di4erent levels of aeration.

The lung is also a disordered medium. Diseases such as emphysema can introduce

disorder into this system of asymmetrical branches by partially blocking some of the

airways. How this kind of disorder a4ects lung functioning is another problem for

physicists.

• Because cigarette smoke contributes so signi cantly to lung cancer, cigarette

manufacturers are extremely interested in the physical laws associated with smoke

passing through the disordered medium of the cigarette  lter. Indeed, it may

be time that they begin to invest in research relevant to the discovery of these

laws.

There are many other examples of practical interest we might have in the laws

associated with "uid "ow through disordered media.
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1.3. What do we actually do in pursuing this question?

As physicists, our approach to problems is to discover what we can quantify. But

what can we quantify when the subject is, by de nition, disordered? It is not perfectly

obvious what we are going to be able to quantify in a cigarette  lter.

If we have no randomness in the "ow path of a "uid, we know how to treat the

situation. But if we start placing obstacles in the "ow path, everything becomes much

more complex. Work on percolation models has shown us that the actual positioning of

the obstacles is extremely important. Placing them in a completely uncorrelated pattern

is a simple  rst step, and it corresponds to an idealized limit. But almost nothing is

really uncorrelated. If we have inclusion zones in porous earth, their presence is not

uncorrelated. If we have a permeability in zone k1, then the permeability zone k2 has

something to do with k1—its permeability is not simply random. There is a correlation

in the spatial disorder.

We should take special note of the fact that almost nothing has been done in the

area of correlated percolation with some notable exceptions, For example, Coniglio [10]

has noted that correlated disorder is an important form of disorder (e.g., in the growth

of cities [11,12]), and random multiplicative correlations have also been studied

[13,14].

So most disorders, most obstacles in the "ow path of a "uid, are placed in an un-

correlated fashion—somewhat like the potholes in the streets of my home city, Boston.

And like Boston potholes, uncorrelated obstacles can often stop the "ow completely,

and not just impede it.

2. Idealized model for the limit of zero inertia

There are many ways of generating percolation. One of the easiest and most useful

to us is the algorithm that produces invasion percolation [15,1,2]. This algorithm drives

the system until it reaches the critical point.

In this algorithm, we “wet” one square pixel near the center of the computer

screen, and randomly generate numbers for the four neighboring pixels having replaced

the continuum by a lattice [16,17]. The “"uid” then randomly “wets” the pixel with

the lowest random number, and a tiny percolation cluster of size 2 is the result. The

newly-wetted site is surrounded by three fresh sites. The random numbers are generated

for these three sites, the site with the lowest random number is wetted, and the perco-

lation cluster is now size 3. This algorithm is iterated until a large cluster emerges. If

we make a histogram of the random numbers associated with the occupied sites, the

curve is "at until we reach a critical value, the percolation threshold pc, at which time

it plunges almost to zero. The width of that transition region scales as a power law

with system size, i.e., the reciprocal of the system size to some critical exponent—the

critical exponent of the singly-connected “red” bonds [18,19].
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If we examine our percolation cluster visually, and on several scales (use two verti-

cal and two horizontal lines to divide the screen into nine equal squares and magnify

the middle square until it is as big as the screen—repeat as desired), we notice that

the texture of the cluster seems to be the same, irrespective of the scale. It is dif-

 cult to distinguish the original screen- lling cluster from the magni ed portion of

that original—and a magni ed portion of that magni ed portion (see Figs. 1 and 2 of

Ref. [20]).

This shows that this simple algorithm of wetting neighboring sites on a computer

screen generates a fractal structure, i.e., one that is self-similar. Each part of the orig-

inal is similar to the whole. Indeed, percolation (unlike some of the natural systems

discussed in Refs. [21] and [22]) is a true fractal. The total number of wet sites inside

a box as a function of L (the edge of the box) will be some number less than two.

This number is called the fractal dimension, which has been solved exactly as 1.89

in two-dimensional percolation [15,1]. The behavior of this fractal dimension in the

nonclassical region and below the critical dimension is an unsolved problem. Work can

be done using approximations, e.g., brute force computer simulations or position-space

renormalization group (PSRG).

In PSRG, we take a 2 × 2 Kadano4 cell in which each site exists with probability

p. We map this 2 × 2 group into a cell that will be wetted with probability p′. The

goal in this PSRG is to  nd the expression that relates this wetting probability p′ of

the cell to the initially wetting probability p of the underlying lattice. In this 2 × 2

case, when all four cells are occupied there is a connecting path from bottom to top

(“south to north”)—remembering that we want to get oil out of the ground—and when

there are three cells occupied there is still a connected south-to-north path. If we have

only two occupied, two of the six possible con gurations still provide a connected

south-to-north path.

This procedure is not very accurate for 2 × 2 cells, but by using a combination of

Monte Carlo methods and renormalization group concepts, one can consider a sequence

of cells, starting with two and going up to one thousand. That sequence of larger and

large cells has so many con gurations (2L
2

) that it is impossible to work out, but by

using sampling procedures one can get an approximate recursion relation [23,24].

How does a "uid go through a medium when there are obstacles in water? The

structure of the cluster at the exact moment it connects the percolation threshold—

the incipient in nite cluster (i.i.c.)—is sometimes called the wetting path or the back-

bone. Notice that there are dangling ends in this structure. If we inject a current into

this idealized structure, then these dead ends are not going to connect to anything. What

happens if we throw them away? The  rst thing to notice is that we no longer have

a fractal of dimension 1.89! If what we threw away was a  xed fraction independent

of size (e.g., 90 per cent of the total cluster), then the fractal dimension would not be

changed. But this is not the case, because these dead ends are such an overwhelmingly

large fraction of the total cluster that when we do throw them away, we reduce the

fractal dimension of the cluster. The fractal dimension of the cluster without its dead

ends—i.e., the fractal dimensions of just the wetting path—is roughly 1.62 [25,26].
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In this wetting path, we distinguish between two di4erent kinds of bonds: “blobs”,

which have multiple connections (a variety of routes within the wetting path), and

singly-connected bonds (“red bonds”), which must carry 100 per cent of the "uid

traversing the wetting path [18,19]. The structure of the wetting path is, therefore, a

kind of necklace of blobs and single-connection bonds. Both the blobs and red bonds

are themselves fractals with self-similarity.

3. Minimum wetting path

The minimum path is a subset of the total wetting path, characterized not by the

amount of "uid that "ows through it, but by the question of what is the shortest

path distance ‘ between two points in this model random medium. The length of

this minimum path does not increase linearly as the straight-line distance between

the beginning and ending of the total wetting path is increased. The longer the total

straight-line distance, the more likely the signi cant obstacles will be encountered and

the total minimum path lengthened (Fig. 1). The function that describes this increase

is once again a fractal object with an exponent dmin, an exponent for which an exact

result has not yet been found, even for dimension d= 2 [27,28].

In real-world problems, such as drilling oil wells, one does not “average over a

million realizations”. There is a given oil  eld, and that is it. Simple “appropriate

averages” have no bearing on the situation. In a real oil  eld, we care about the entire

distribution of shortest paths. The function of interest to us is the conditional probability

P(‘|r) for two sites to be separated by the shortest path ‘, given that the geometrical

distance between these sites is r

At the percolation threshold, it has been shown [29,30] that

P(‘|r) ∼
1

rdmin

(

‘

rdmin

)

−g‘

exp

(
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‘

rdmin

)

−�‘

)

: (1)

The probability distribution of more practical interest is P′(‘|r), de ned in the same

way as P(‘|r) but for any two randomly chosen points separated by geometrical dis-

tance r and on the same cluster, but not necessarily on the incipient in nite cluster

[29,30]. P′(‘|r) has the same scaling form as in Eq. (1), but with g‘ replaced by

[29,30]

g′‘ = g‘ +
d− df

dmin
: (2)

The complete scaling form of P′(‘|r), which accounts also for  nite size e4ects

and o4-critical behavior, has been studied for d = 2 and reported in Refs. [29,30].

Speci cally, the following Ansatz has been proposed [29,30]
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Fig. 1. The incipient in nite percolation cluster that forms at the percolation threshold, highlighting the

path that connects one point to another using the minimum number of bonds. This “minimum path” is a

fractal object whose dimension is not known exactly even for the case of a two-dimensional cluster (but is

approximately 1.13). The average chemical distance scales with exponent dmin , where various estimates of

dmin are dmin ≈ 1:130± 0:005 [28] and dmin ≈ 1:1307± 0:0004 [25] (courtesy of S. Schwarzer).

where � ∼ |p−pc|
−� is the pair connectedness length, and the scaling functions have

the form

f1(x) ≡ exp(−ax−�); f2(x) ≡ exp(−bx ); and f3(x) ≡ exp(−cx) : (4)

The function f1 accounts for the lower cut-o4 due to the constraint ‘¿r, while f2

and f3 account for the upper cut-o4s due to the  nite size e4ect and due to the

 nite correlation length, respectively. Either f2 or f3 becomes irrelevant, depending

on the magnitudes of L and �: for L¡�, f2 dominates the upper cut-o4, otherwise

f3 dominates. We assume the independence of the  nite size e4ect and the e4ect of

the concentration of the occupied sites, so that Eq. (3) can be represented as a product
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of the terms which are responsible for the  nite size e4ect (f2) and the e4ect of the

concentration (f3). Simulations have been performed in Refs. [29–32] and support this

assumption.

Finally, it is worth mentioning that only a few studies have been devoted to the in-

vestigation of the displacement process of a viscous "uid by a less viscous one through

percolation porous media. Murat and Aharony [33] showed by numerical simulation of

two-dimensional diluted percolation lattices that, although the clusters generated from

viscous  ngering and di4usion limited aggregation have the same fractal dimension

at the vicinity of the critical point, many other geometrical di4erences can be ob-

served between these two processes. In two recent studies [31,32], the dynamics of

viscous displacement through percolation porous media has been investigated in the

limiting condition of unitary viscosity ratio, m ≡ �2=�1 = 1, where �1 and �2 are

the viscosities of the injected and displaced "uids, respectively. In this situation, the

displacement front can be approximately modeled by tracer particles that follow the

streamlines of the "ow. As a result, it was shown that the distributions of shortest

path and minimal traveling time of the tracer closely obey the scaling Ansatz Eq.

(1). More recently [34], it was found by numerical simulations on 2d percolation net-

works at criticality that the scaling Ansatz (1) also holds for the case of very large

viscosity ratio, m → ∞. Surprisingly, it was shown that the distribution exponents

estimated for the two limiting cases m=1 and m → ∞ are statistically identical. Based

on this fact, it was suggested that the two processes belong to the same universality

class.

4. Flow of fluids with inertia

When we are talking about a realistic "uid "ow, we are not talking about something

that behaves necessarily like an electrical current. Fluid "ow can have inertia; if it is

too fast, it “plows ahead” like a crowd in a railway station. When a slow-moving "uid

tries to make a turn in, e.g., a “bent pipe”, it is able to make the turn in a more-or-less

smooth fashion; since the "uid is laminar (Fig. 2), the velocity of the "uid varies

smoothly across the cross section of the bent pipe, being zero on the walls. If the

Reynolds number is higher, the "uid does not make the turn in the same way, and a

lot of inertial activity results (Fig. 3).

These features of the "uid "ow phenomenon in irregular geometries have not been

intensively studied before, at least from a microdynamical perspective. In order to

investigate them, it is necessary to perform direct simulations of the Navier–Stokes

equations at the scale of the pore [35–37]. We adopt the general picture of site per-

colation disorder as a simpli ed model for pore connectivity. Square obstacles are

randomly removed from a 64 × 64 square lattice until a porous space with a pre-

scribed void fraction � is generated. The mathematical description for the detailed "uid

mechanics in the interstitial pore space is based on the assumptions that we have

steady state "ow in isothermal conditions and the "uid is continuum, Newtonian and
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Fig. 2. Subset of the velocity vector  eld taken from a realization of the porous media generated with �=0:7

at Re = 0:0156. Each vector represents the magnitude and direction of the local velocity. Fluid is pushed

from bottom to top in the pore network.

incompressible. We use the nonslip boundary condition at the whole of the solid–"uid

interface. End e4ects of the "ow  eld established inside the pore structure are mini-

mized by attaching an inlet and an outlet to two opposite faces. At the inlet, a constant

in"ow velocity in the normal direction to the boundary is speci ed, whereas at the out-

let the rate of velocity change is assumed to be zero (gradientless boundary condition).

The Reynolds number

Re ≡
�dp Rv

�
(5)

characterizes the relative contributions from convective and viscous mechanisms of

momentum transfer in "uid "ow, where � is the density, dp the particle size, � the

kinematic viscosity and Rv the average "uid velocity. For a given realization of the pore

geometry and a  xed Re, the local velocity and pressure  elds in the "uid phase of

the void space, head and recovery zones are numerically obtained through discretiza-

tion by means of the control volume  nite-di4erence technique [38]. We discretize the

governing balance equations within the pore space domain using square grid elements
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Fig. 3. Same as Fig. 2, but now for a Reynolds number 1000 times larger (Re=15:6). The complex structure

of the porous system creates very tortuous pathways for "uid "ow. The e4ect of inertia is revealed by the

signi cant redistribution of the "uid "ow in the pore space and the presence of several vortices and zones

of “"ow separation”.

with length equal to one-quarter of the solid cell size, dp=4. In other words, while

the physical system comprises 64 × 64 elements (solid or "uid cells of size dp), the

corresponding numerical mesh has 256× 256 discretization cells.

First, we study "uid "ow under conditions of low Reynolds number to ensure that

the contribution from inertial terms (convection) does not prevail over the viscous

mechanism of momentum transfer. In spite of the well-connected pathways available

for "ow at a large porosity value, the predominant viscous forces in the momentum

transport through the complex void geometry generates well de ned “hot spots” of "uid

"ow (see Fig. 4). As shown in Fig. 5, the situation is somewhat di4erent at higher

Reynolds conditions. Due to the relevant contribution of inertial forces (convection) to

the transport at the pore scale, the "ow distribution along the direction orthogonal to

the main "ux becomes more uniform.

At lower porosities [39,35], another result of inertia is that the "uid activity can “ ll”

the dead ends of the system and also that it does not need to “ ll” the entire backbone
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Fig. 4. Flow in disordered porous media. We show the contour plot of the velocity magnitude for a typical

realization of a highly porous void space (� = 0:9) subjected to low Reynolds conditions, Re = 0:0156. The

colors ranging from blue to red correspond to low and high velocity magnitudes. Notice that the "ow is

“spatially” localized.

(see Figs. 2 and 3). The procedure of throwing away dead ends now becomes suspect.

Also, the "uid is not very smart. There are backwaters and eddies and countercurrents

set up as the "uid makes its way from south to north. We can see features in this

porous system that look like turbulence without the system itself being turbulent. The

Reynolds number in Fig. 3 is about 15 and the onset of turbulence does not occur

until a Reynolds number is about 35.

The “localization” e4ect shown in Fig. 4 can be statistically quanti ed in terms

of the spatial distribution of kinetic energy in the "owing system. In analogy with

previous work on localization of vibrational modes in harmonic chains [40], we de ne

a “participation” number �,

� ≡

(

n

n
∑

i=1

q2i

)

−1
(

1

n
6 �6 1

)

; (6)
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Fig. 5. Same as Fig. 4, but for a Reynolds number 1000 times larger (Re = 15:6). Notice that compared to

Fig. 4 the "ow is now spatially “delocalized”.

where n is the total number of "uid cells in the numerical grid enclosing the physical

pore space,

qi ≡
ei

∑n
j=1 ej

; (7)

where ei ˙ (u2i +v2i ) is the kinetic energy associated with each individual "uid cell, and

ui and vi are the components of the velocity vector at cell i in the x and y directions,

respectively. From the de nition, Eq. (6), � = 1 indicates a limiting state of equal

partition of kinetic energy (qi=1=n; ∀i). On the other hand, a suSciently large system

(n → ∞) should correspond to a “localized” "ow  eld, �≈ 0. The function � has been

calculated for 10 pore space realizations generated with a porosity �=0:9. As shown in

Fig. 6, the participation number remains constant, �≈ 0:37, for low Re up to a transition

point at about Re≈ 0:3. Above this point, the "ow becomes gradually less “localized”

(� increases) as Re increases. This transition re"ects the onset of convective e4ects

in the "ow, and the signi cant changes in � above the transition point indicate the

sensitivity of the system to these nonlinearities. The large error bars at low Reynolds

conditions indicate that � is sensitive to structural disorder if the viscous forces are

e4ectively generating preferential channels in the "ow.
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Fig. 6. Dependence of the participation number � on the Reynolds number, Re (�= 0:9). These simulations

have been performed with ten lattice realizations. We  nd a relatively sharp change in behavior from a

localized (small �) to delocalized (larger �) at a critical value of Re, whose size is an order of magnitude

smaller than the value of Re for the onset of turbulence.
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