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h i g h l i g h t s

• The relative temperature of text, as an author’s writing capacity, illustrates that how an author uses the 100 most frequents words to
write a text.

• The Shannon entropy is used to measure the text complexity to quantify the author’s lexical processing.
• A statistical method – information-based energy – constituted of the relative temperature and the Shannon entropy is applied to

quantify an author’s writing performance.
• Two authors – Shakespeare in English and Jin Yong in Chinese – are analyzed to demonstrate the method. It is found that their well-

known works are associated with higher information-based energies.
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a b s t r a c t

We apply a statistical method, information-based energy, to quantify informative symbolic
sequences. To apply this method to literary texts, it is assumed that different words
with different occurrence frequencies are at different energy levels, and that the energy-
occurrence frequency distribution obeys a Boltzmann distribution. The temperaturewithin
the Boltzmann distribution can be an indicator for the author’s writing capacity as the
repertory of thoughts. The relative temperature of a text is obtained by comparing the
energy-occurrence frequency distributions of words collected from one text versus from
all texts of the same author. Combining the relative temperaturewith the Shannon entropy
as the text complexity, the information-based energy of the text is defined and can be
viewed as a quantitative evaluation of an author’s writing performance. We demonstrate
the method by analyzing two authors, Shakespeare in English and Jin Yong in Chinese, and
find that their well-known works are associated with higher information-based energies.
This method can be used to measure the creativity level of a writer’s work in linguistics,
and can also quantify symbolic sequences in different systems.

© 2016 Elsevier B.V. All rights reserved.

Sequences of symbols carrying information are commonly found in nature, e.g., human language and genetic codes. How
to quantify these informative symbolic sequences based on the occurrence and rank of repetitive patterns is an interesting
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and open issue. Here we focus on the words of literary texts and introduce a statistical method of quantifying authors and of
quantifying hidden structures in informative sequences in such systems as genetic codes and human heart rate time series.

In linguistics, the occurrence of differentwords [1–4], word ranks in the table of occurrence frequency [1–3,5], vocabulary
richness [6,7], and entropy-based measures [8,9] can be used to quantify writing styles of literary texts. For example, word
occurrence frequency-rank order statistics and phylogenetic tree construction have been used to resolve literary authorship
disputes [3]. For novels written by different authors, not only are power-law distribution differences observed, but the
exponents also differ [10].

The concept of ‘‘text temperature’’ has been introduced to linguistic analysis [11–16] under the assumption that human
language can be described as a physical system within the framework of equilibrium statistical mechanics. It can be used
to measure communicative ability [13], or it can be associated with text size [14]. Recently, the authors have successfully
associated words with energies (i.e., word energies) based on a general standard Maxwell–Boltzmann distribution [15,16].
It is found that, the linguistic relative temperature of a book can be determined by measuring the deviation from a standard
Maxwell–Boltzmann distribution of a corpus of English words [15]. The relative temperature can also measure vocabulary
complexity relative to the academic level of the text and to the target readership in different languages [16]. The word
energies can be defined by using the American National Corpus in Ref. [15] or the Project Gutenberg corpuses of English in
Ref. [16] as a general standard Boltzmann distribution.

In this work, an information-based energy for literary texts is applied by combining the relative temperature [15,16] and
information Shannon entropy [17] of the text. This information-based energy can be viewed as a quantifier of authorial
writing performance of a text. It is assumed that different words with different occurrence frequencies have different
word energies, and that the word energy-occurrence frequency distribution obeys a Boltzmann distribution [15,16]. The
temperature introduced by the Boltzmann distribution may be a representative of the author’s writing capacity and their
repertory of thoughts. Unlike the corpuses gathered from different authors in Refs. [15,16], the word occurrence frequencies
in this work are determined by considering the corpus from a single author. Then the word energies can be observed using
a Boltzmann distribution associated with the reference temperature. Note that, by considering the corpus from a single
author, how the relative temperature concept plays a role in different literary writing styles or genres of the same author
can be unveiled by getting rid of interferences from other authors.

When an author writes a text, he/she must change his/her writing capacity to express the specific thoughts of the text.
We assume that, the change of author’s writing capacity leads to the temperature change of the text associated with the
change of the Boltzmann distribution of the word occurrence frequencies in the text. The relative temperature is defined as
the ratio between the temperature of the text and the reference temperature of the same author’s corpus. By combining the
information-based energy with the information Shannon entropy [17] to measure the author’s text complexity (how the
author enriches the text), we can quantify the author’s writing performance. We demonstrate the method by analyzing two
authors, Shakespeare in English and Jin Yong in Chinese (currently the best-selling living Chinese author). We find that the
famous works of the two authors display high energies, even when translated into other languages.

We first analyze William Shakespeare’s 35 plays and we classify them into four genres [18]. In order to avoid the finite
size effect, we exclude the plays with fewer than 5000 words (i.e., Richard III and Love’s Labour’s Lost). We first construct
the word rank-occurrence frequency P distribution [black squares in Fig. 1(a)] by collecting the words in Shakespeare’s 35
plays and find that there are 22,292 different words out of a total of 846,036 words. For example, the first and second most
frequently used words (i.e., ‘‘the’’ and ‘‘and’’) are ranked first and second, respectively. We find that in the rank regime of
approximately 20–2000 the occurrence frequency distribution P in Fig. 1(a) obeys an empirical Zipf law which states that
the occurrence frequency of a word and its rank follow a power-law relation [1,2,19–21]. The exponent of the power law in
Fig. 1(a) is approximately �1.1. The curve departs from the power-law regime at the lowest and highest rank regimes. Note
that the step-like plateaux are a finite size effect associated with infrequent words related to specific descriptions, such as
names or places. In this distribution different word forms, e.g., ‘‘hand’’ and ‘‘hands’’ or ‘‘write’’ and ‘‘wrote’’, are treated as
different words. This provides a useful simplicity, but it also allows us examine the author’s writing preferences in detail.

A Boltzmann distribution is used to describe the relation between the occurrence frequencies of words collected from
Shakespeare’s 35 plays and the word energies, i.e.,

P(i) ⇠ exp(�Ei/kT ), (1)

which describes the occurrence frequency P(i) of a given word i related to the word energy Ei, where k is the Boltzmann
constant, and T is the constant reference temperature [15,16]. Here the reference temperature T relates to Shakespeare’s
entire writing capacity. For convenience, we set 1/kT = 1, and the word energy Ei of eachword i can be determined directly
[Ei = � ln P(i)]. The black solid line shown in Fig. 1(b) depicts the corresponding Ei vs. P(i) Boltzmann distribution. Note
that different authors may have different capacities; therefore, different reference temperatures T should be considered. It
is the main reason why we choose the corpus only from a single author, instead of the American National Corpus [15] or the
Project Gutenberg corpuses of English [16] from many authors.

To express their thoughts, an author composing a text must adjust their writing capacity (temperature). The words in
the text exhibit another word occurrence frequency distribution p. For example, the blue circles in Fig. 1(a) indicate the
occurrence frequency p distribution in Shakespeare’s play Hamlet according to the rank order in the occurrence frequency P
table [22]. The step-like plateaux are due to finite size effects. Thus the Ei vs. p(i) energy-occurrence frequency distribution of
Hamlet [blue circles in Fig. 1(b)] deviates from the Boltzmann distribution [black line in Fig. 1(b)], i.e., p(i) ⇠ exp(�Ei/kT 0),
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Fig. 1. (Color online) (a) and (b) Theword rank-occurrence frequency distribution andword energy-occurrence frequency distribution of texts. The highest
frequent word in (a) is ranked as one. The black squares in (a) and (b) are the word occurrence frequency distribution of collections of Shakespeare’s 35
plays, and the blue circles in (a) and (b) are the word frequency distribution of the play Hamlet. The gray arrows pointed to the blue circles depict the word
‘‘Hamlet ’’. The vertical gray dotted line in (b) shows the energy of the word ranked as 100. The insect is the semi-log plot of (b), where only the 100 most
frequent words ranked from 1–100 in the occurrence frequency P table are used to fit.

where the temperature T 0 is the author’s writing capacity while writing Hamlet. Thus the relative temperature T 0/T can be
derived from the inverse of the slope value by linearly fitting the ln p(i) vs. Ei plot, where k = 1/T [the inset in Fig. 1(b)]. It
represents Shakespeare’s ability to organize words while constructing the play. The higher (or lower) relative temperature
T 0/T leads to a wider (or narrower) word distribution.

For the linear fittings of the ln p(i) vs. Ei plots, we use the 100 most frequent words ranked in the occurrence frequency
P table. Most of these 100 words are function words that express grammatical relationships with other words. They also
constitute ⇠50% of the total words in both the occurrence frequency P distribution of all 35 plays and in the occurrence
frequency p distribution of any single play. The words excluded from this fitting are specific to the content of individual
plays, e.g., names and places. For example, the words indicated by the gray arrows in Fig. 1(a) and (b) are ‘‘Hamlet’’, the
name of the main character in the play Hamlet. If we include all of the words in Hamlet in the fitting, specific words and the
finite size effect will strongly affect the relative temperature T 0/T of the slope. Hence, by focusing the 100 most frequent
words only, the relative temperature T 0/T as the author’s writing capacity can be interpreted as how the author frames the
text via the 100most frequent words. If the author uses amore widely distribution of the 100most frequent words in a text,
the higher relative temperature of the text will be observed.

Fig. 2(a) shows the relative temperatures T 0/T of Shakespeare’s 35 plays classified in four genres, i.e., comedies, histories,
tragedies, and romances. The average T 0/T of the comedies, histories, tragedies, and romances are 0.963, 0.946, 1.011, and
1.010, respectively. Note that the tragedies have the highest averaged T 0/T and the histories the lowest. Shakespeare used
the 100 most frequent words more widely distributed when he wrote tragedies and more narrowly distributed when he
wrote histories.Within Shakespeare’s 35 plays, the T 0/T ofMacbeth, considered one of his darkest andmost powerful works,
is the highest. The two plays Henry VIII and Pericles, Prince of Tyre are generally assumed to be collaborations with John
Fletcher [23] and George Wilkins [23], respectively, and this possibly explains why they have a higher T 0/T value than the
other history plays. Note that the romantic genre is a hybrid containing comic and tragic elements, and its average relative
temperature is slightly lower than the tragedies. If the T 0/T of the play Pericles, Prince of Tyre is excluded, the average T 0/T
of romances falls between that of the comedies and the tragedies.

After determining the T 0/T of a play we can then measure how the author enriches the lexical words of a text. We
introduce Shannon information entropy [17] to measure the text complexity indicating the author’s ability to fill in the
details of a text, i.e., H = �PN

i=1 pi ln pi, where N is the number of different words and pi is the occurrence frequency
of word i in one text. When there is a higher H values more information is being included. Fig. 2(b) depicts the Shannon
entropies H of Shakespeare’s 35 plays, and the corresponding averaged H of plays in comedies, histories, tragedies, and
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Fig. 2. (Color online) (a) and (b) The relative temperature T 0/T and the Shannon entropyH of Shakespeare’s 35 plays classified into 4 genres. Black squares,
red circles, green upside-down triangles, and triangles are comedies, histories, tragedies, and romances. The horizontal lines of genres are the averaged
T 0/T in (a) and the averaged H in (b). The averaged T 0/T of plays in comedies, histories, tragedies, and romances are 0.963, 0.946, 1.011, and 1.010. The
averaged H of plays in comedies, histories, tragedies, and romances are 6.185, 6.403, 6.358, and 6.376.

Fig. 3. (Color online) (a) and (b) The relative temperature T 0/T and the Shannon entropy H of Shakespeare’s 35 plays with the chronological order.
Annotations of plays are classified into 4 colors. Black, red, green and blue colors represent the comedies, histories, tragedies, and romances. Green arrows
in Fig. 3(a) specifically label tragedies. The gray dashed lines in (a) and (b) are the averaged relative temperature (=0.98) and the Shannon entropy (=6.316),
respectively.

romances are 6.185, 6.403, 6.358, and 6.376, respectively. The histories now have the highest averaged H , possibly due to
descriptive words associated with wars and politics [8].

Fig. 3 shows the relative temperature T 0/T and the Shannon entropy H of Shakespeare’s 35 plays with the chronological
order. Annotations of plays are classified into 4 colors. Black, red, green and blue colors represent the comedies, histories,
tragedies, and romances. The gray dashed lines in Fig. 3(a) and (b) are the averaged relative temperature (=0.98) and
the Shannon entropy (=6.316), respectively. We find that, the T 0/T trend in Fig. 3(a) increases and then drops. By simply
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Fig. 4. (Color online) The energies of Shakespeare’s 35 plays with the chronological order. The black squares are the information-based energy hE infi
considering the text relative temperature and the Shannon entropy. The gray circles are the normalized total energy hEtoti considering word energies Ei
directly. Annotations of plays are classified into 4 colors. Black, red, green and blue colors represent the comedies, histories, tragedies, and romances.

grouping the plays, 19 and 16 plays are included before and after A.D. 1600. Only 3 plays (out of 19 plays) before A.D. 1600
but 13 plays (out of 16 plays) after A.D. 1600 with T 0/T are higher than the averaged value. For H , 11 plays (out of 19 plays)
before A.D. 1600 and 12 plays (out of 16 plays) after A.D. 1600 with H are higher than the averaged value. For the tragedies
labeled by green arrows in Fig. 3(a), the trend of T 0/T increases and reaches to its maximum in A.D. 1606. For the last 12
plays constituting the peak of T 0/T in Fig. 3(a), 6 plays are tragedies and 4 plays are romances as a hybrid containing comic
and tragic elements. By focusing tragedies [by green arrows in Fig. 3(a)], the highest relative temperature is the playMacbeth
at the later stage (A.D. 1060). The relative temperature of the play Titus Andronicus as the first tragedy at the early stage (A.D.
1591–1592) is the lowest. It indicates that the author’s writing capacity changes, even the plays at different stages belong
to the same genre.

Here we consider the author’s writing performance by putting the author’s writing capacity of text and the text
complexity together. This leads to the information-based energy hE infi as the writing performance, introduced as the
multiplication of the relative temperature of 100 most frequent words and the Shannon entropy of all words in one text,

hE infi ⌘ T 0

T
⇥
 

�
NX

i=1

pi ln pi

!

. (2)

Fig. 4 shows the information-based energy hE infi of Shakespeare’s 35 plays arranged in chronological order (black circles).
(This chronological order is the one listed in the Oxford Shakespeare [23].) We find that in Shakespeare’s 35 plays, the hE infi
trend of a play initially increases and then later drops. Because the word energies (Ei) are first estimated in the beginning,
the normalized total energy can simply been tested, i.e., hEtoti = PN

i=1 piEi = �PN
i=1 pi ln Pi. The normalized total energies

hEtoti of plays are shown as squares in Fig. 4. We find that the information-based energy hE infi has a better resolution than
the normalized total energy hEtoti.

Can the method of using information-based energy as a quantifier for an author’s performance be applied to literary
texts in other languages? We examine 12 martial arts and chivalry (wuxia) novels by Jin Yong, considered one of the finest
wuxia writers of all time, and find 5284 different Chinese characters out of a total of 7,086,619 [24]. Although character
combinations in Chinese alter the meaning, for simplicity we only count the occurrence of single characters. We calculate
the relative temperature of each novel using the 400 most frequently used characters appearing in the novel. Fig. 5 shows
the information-based energy hE infi of Jin Yong’s 12 novels in chronological order. The annotations are the names of the
novels in Chinese and their translations in English [25].

Fig. 5 shows that the highest hE infi belongs to the novel The Legend of the Condor Heroes, the most famous novel in the
Chinese language. The gray arrows indicate the novels The Legend of the Condor Heroes, The Return of the Condor Heroes, and
The Heaven Sword and Dragon Saber, which constitute the Condor Trilogy and should be read in that order. Demi-Gods and
Semi-Devils is a precursor to the Condor Trilogy, and that may account for its information-based energy also being higher.
The trend of hE infi decreases in the successive novels. Note that methods of decomposing themeaningful Chinese characters
are still to be developed. This topic will be studied in a future work.
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Fig. 5. The energies of Jin Yong’s 12 Chinese martial arts and chivalry plays in chronological order. The black squares are the information-based energy
hE infi, and the gray circles are the normalized total energy hEtoti considering word energies directly.

In conclusion, we apply a quantitative measure, information-based energy, that combines the relative temperature
of the 100 most frequent words and the Shannon entropy of all words in a single text, to evaluate an author’s writing
performance. (i) By assuming that the word occurrence frequency and word energy obeys a Boltzmann distribution, the
relative temperature of a text indicates the author’s writing capacity. Differentwriting capacities lead to different uses of the
100 most frequent words. (ii) Using the Shannon entropy of a text to measure the text complexity quantifying the author’s
lexical processing. (iii) We therefore define information-based energy to be the relative temperature of a text multiplied
by the Shannon entropy of the text. We apply our method to two authors, Shakespeare in English and Jin Yong in Chinese.
Examining Shakespeare’s plays, we find that different genres exhibit different relative temperatures and information-based
energies. Taking the plays in chronological order, we find that the information-based energy values first increase and then
decrease. In the Chinese novels of Jin Yong, the trend of the information-based energy decreases chronologically. The highest
text energies are found in the most popular texts, i.e., the famous texts that have a wide readership. This phenomenon may
be linked to the creativity of a writer and may have important implications in quantifying a person’s thoughts, whether in
English or in Chinese.

In future work we will study how this informative-based energy can be applied to genetic sequences associated with
evolution and to human heart rates associated with physiological states.
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